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Neural Semantic Encoders



What is an Encoder in NLP?

ÅMost NLP problems involve language/text encoding
ïEssential topic/operation in neural NLP: Symbols Č vector

ÅSequential neural encoders:
ïRNN/LSTM (+attention) reads text word by word

ïDonõt get to see the future words in sentence

ïRestricted to the sequential order!

ÅRecursive neural encoders: Syntax parse tree based

ÅNeural Semantic Encoders: memory enhanced neural 
encoder!
ïSees whole input text (stored in memory)

ïModels multi-scale dependency and composition

ïSequential and Recursive!

ÅNeural Tree Indexer: N-ary tree ðfast, portable
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Memory Augmented Neural Nets 

(MANNs)

ÅHuman brain has different types of  memory

ïLong/short term

ïActive/associative

ÅExternal memories in neural network

ïProvide with additional storage

ïAct as fast or slow weights

ïEncode/share declarative knowledge/repsentations 
and support procedural knowledge acquisition

ÅNeural external memories are not coupled 
with neural network parameters 



Related Work

ÅRNNSearchNMT model (Bahdanauet al. 2014)
ïStores source sentence states in memory

ïReads the memory with soft-attention

ÅMemory Networks (Weston et al. 2014) and End-to-end 
Memory Networks (Sainbayaret al. 2015)
ïRead only memory/no memory update
ÅIs read only memory expressive enough?

ÅController is single layer MLP?

ïImplements multi-hop read, can work with a bigger 
memory

ïApplied to varies NLP tasks: QA, LM etc.

ïDifferent variations for mem. repsentations such as key-
value mem.

Note: dates - first appeared on Arxiv



Related Work

ÅNeural Turing Machines (Graves et al. 2014)

ïArchitecture: Single controller (LSTM or MLP) and 
fixed memory

ïMemory access (read-write) with soft and hard 
attention 

ïMemory update: read, erase and add weights

ÅMemory manipulation overhead?

ïAddresses programming problems: copy, sort etc.

ïNot trivial to training and scale: Information 
collision and memory (de-)allocation? 

ÅFix: NTM+ (Nature paper)



Related Work

ÅDynamic memory networks for NLP (Kumar et 
al. 2015)

ÅMemories based on data structures:
ïStack and queue based storage

ïThe memory access is constrained by the data 
structure used

ïNo random memory access

ÅMost previous effort on small programming 
tasks!

Is Language Understanding programmable?



Neural Semantic Encoders



Neural Semantic Encoders



NSE Variation:

Multiple memory access



NSE Variation:

Shared memory accesses



NSE Variation:

Hierarchical/Stacked NSE

ÅHierarchical/Stacked NSE is for document 

modeling, character level language processing 

etc.

ïLower level NSEs run in parallel, fast!



Results

ÅWe applied NSE to five different NLP 

tasks + Language comprehension

ïSentence classification

ïAnswer sentence selection/Non-factoid QA

ïNatural language inference  

ïDocument modelling

ïNeural machine translation



Results: 

Sentence classification

ÅArchitecture: 

ÅDataset: Stanford Sentiment Treebank (SST)

ïTrain/dev/test 

standard splits

ïBinary and 

5-label classification



Results: 

Answer sentence selection

ÅTask: select correct answer sentence from a 

candidate set to answer a question

ÅDataset: WikiQA

ïTrain/dev/test: 20,360/2,733/6,165 QA pairs



Results: 

Natural language inference

ÅTask:

ÅDataset: SNLI

ïTrain/dev/test: 550K/10K/10K pairs

Premise Hypothesis Relationship

A person on a horse jumps 

over a broken down 

airplane

A person is outdoors, on a 

horse
Entailment

Kids are smiling and 

waving at camera

The kids are frowning Contradiction

A boy is jumping on 

skateboard

The boy is wearing safety 

equipment
Neutral



Results: 

Natural language inference

ÅModel variations: 

ïNSE, MMA-NSE and MMA-NSE + attention
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Results: 

Natural language inference



Results: 

Document modelling

ÅTask: document-level sentiment classification

ÅEvaluated models: NSE-NSE and NSE-LSTM



Results: 

Document modelling

ÅIMDB has longer docs with more 

sentences and 10 different classes



Results: 

Neural machine translation

ÅNMT is formulated within encoder-

decoder framework

ïClassic example of  seq2seq learning

ïEncoder: source language Č vector space

ïDecoder: vector space Č target language

ÅDataset: IWSLT 2014 English-German corpus

ïtrain/dev/test: 110,439/4,998/4,793 pairs



Results: 

Neural machine translation

ÅCompared models:



Memory visualization



Memory visualization



Language Comprehension 

with Neural Semantic Encoders



Introduction

ÅTask: given document story, find an answer for 
query/question related to the document

ïA large dataset can be generated automatically

ÅClosely related to Question Answering

ïCloze type QA

ÅSome benchmark datasets:

ïCNN/Daily news (news domain)

ïCBTest(children book)

ïWDW (new domain)



Related Work

ÅSingle-step comprehension:read document 
once to reach conclusion
ïContext modeling with bi-directional recurrent neural 

networks (Bi-RNN) 

ïSelective focusing with attention mechanism 

ÅMulti -step comprehension: read iteratively
ïUse external memory and attention

ïRetrieve query-relevant information

ÅWhen to stop reading?

ÅHow to organize and manipulate the memory?



Hypothesis Testing with NSE

ÅHypothesis-test loop 

ïFormulate/refine (the previous) hypothesis for the 
correct answer and check it against the document 
story in each step

ïDynamically halt the loop ðcorrect answer is found

ÅDonõt summarize the query

ïregress it towards completion

ÅProposed: NSE-Query gating, NSE-
Adaptive computation



Hypothesis Testing with NSE

ÅNSE-Query gating model
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Hypothesis Testing with NSE

ÅNSE-Adaptive computation



Hypothesis Testing with NSE

ÅNSE-Adaptive computation



Results

ÅDatasets: CBTestand WDW

ÅSub-tasks

ïCBT-NE and CBT-CN

ïWDW strict and WDW relaxed



Results



Results

ÅWDW dataset



Query Regression Visualization:

NSE-Query gating



Query Regression Visualization:

NSE-Adaptive computation



Discussion

ÅMemory and attention can be useful tool for 
efficient NLP

ÅQuestions to ask:

ïHow to organize the memory?

ïHow to manipulate the memory?

ÅWhat is the update rule?

ÅAvoid the curse of  memory - memory manipulation 
overhead

ïWhat would be the controller architecture?

ïIs your MANN scalable, flexible etc.?



Thank you!
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